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A combined quantum mechanics/molecular mechanics method is described here for considering the
solvatochromic shift of excited states in solution. The quantum mechanical solute is described using high
level multireference configuration interaction methods (MRCI), while molecular dynamics is used for obtaining
the structure of the solvent around the solute. The electrostatic effect of the solvent is included in the quantum
description of the solute in an averaged way. This method is used to study solvent effectsngn-the*
electronic transition of formaldehyde in agueous solution. The effects of solute polarization, basis sets, and
dynamical correlation on the solvatochromic shift, and on dipole moments, have been investigated.

1. Introduction The multireference configuration interaction (MRCI) method
is a very accurate method for the description of excited states,

The solvent effect on excited states is important in UV/visible  ixeq character (multireference) states, and distorted geometries.
spectra and in the photochemistry and photophysics of chemicaltpis method has been used extensively for the accurate

systems in the condensed phase. Solvatochromic shifts, shiftyescription of excited states of molecules and radicals in the
of the absorption bands due to the solvent, provide an |mportantgas phase. The availability of analytic gradients for the MRCI
experimental technique for probing solteplvent interactions,  yaye functions has made this method optimum for studies of
and they have been studied extensively. Describing theoretically oy cited states away from the Franck Condon region and in
solvatochromic shifts is a challenging task since it involves two ,gnadiabatic process®s29 An efficient way to incorporate
problems that are difficult to model even with modern quantum ¢qvent effects within the MRCI methodology will provide a
mechanical methods: the accurate description of solvent effectshjghly accurate way to study solvated excited states.

and the accurate description of excited electronic states. The aim of this work is to present an implementation of a

There are different levels of sophistication for including QMm/MM approach using MCSCF and MRCI ab initio methods.
solvent effects in the theoretical treatment of molecular systems. The method combines a high-level MRCI description for the
The different models can be broadly categorized into two solute and a detailed description of the solvent structure obtained
types: the continuum modéf$ and the discrete modets’? from molecular dynamics simulations using a classical force
In the continuum models, the solvent is represented by a di- field. In a usual QM/MM calculation the excitation energy shift
electric continuum, and one can concentrate one’s attention oncan be obtained by computing the excitation energy for each
the solute molecule. The advantage of dielectric continuum selvent configuration first and then calculating the average value
models is that they are fast enough so high level quantum mech-of excitation energies over many solvent configurations. Execut-
anical methods can be used for the solute. Due to the micro-ing this scheme requird$ times QM computations in order to
scopic structure of the solvent being neglected, however, onegptain the averaged value of excitation energies disolvent
cannot take into account the influence of specific interactions. configurations, so for a statistically converged result hundreds
Alternatively, discrete models provide a very detailed description or thousands of QM calculations are needed. Although this is
of the solvent structure. In this category classical simulations possible using semiempirical QM calculations, it becomes
based on molecular dynamics (MB}°or Monte Carlo (MC)° extremely computationally intensive when an MRCI quantum

simulations are used to obtain Configurations deSCfibing the mechanical method is used. To reduce the number of quantum
solvent structure around the solute, which are then combined mechanical calculations mean field approaches have been

with quantum mechanical calculations for the solute. These QM/ developed in the pa$?:3°-28 In the present work a mean field

MM or QM/MC methods have been known for a long time. approach based on Aguilar and co-workers’ metRét38 will
Initially they employed semiempirical methods for the quantum pe used to reduce the number of ab initio calculations needed.
mechanical (QM) segment or they focused on the ground-state|n this approach initially several molecular dynamics (MD)
properties, but soon contributions focusing on the study of the calculations are performed where the charges of the solute are
solvent effect on excited states appedfed.In recent years  taken from an initial QM calculation. Instead of performing a
QM/MM approaches have been described with much higher QM calculation for each solvent configuration, however, the
sophistication on the quantum description of the excited states, average electrostatic potential of all configurations is calculated
by using ab initio multiconfigurational self-consistent field and introduced into the solute Hamiltonian. In this way only

(MCSCF) or coupled cluster based approactie¥. very few quantum calculations are needed. In this work the
polarization of the solute due to the solvent is taken into account
* Corresponding author e-mail: smatsika@temple.edu. but not the polarization of the solvent.
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This method is implemented into the COLUMBUS suite of The last termAP°, is more complicated to account for. To
ab initio program®-42 which is interfaced with the TINKER include this term, a polarizability has to be assigned to every
package for molecular dynamics simulatidAsCOLUMBUS classical molecule, and a dipole moment is induced by the
includes a graphical unitary group approach (GUGA) based electric field of the solute. The interaction of the induced dipoles
MRCI3® with analytic gradients and is designed for the accurate with the field gives the polarization term. This procedure has
description of electronically excited states. to be solved self-consistently for the ground and excited states.

The MRCI/MD approach is applied to the study of solvent Previous worR®4°has shown this effect to change the shift by
effects on thenp — r* electronic transition in formaldehyde.  about 100 or 500 cni. Kongsted and co-workewho found
The solvatochromic effect on thq State of formaldehyde has  an effect of about 500 cm, concluded that the major effect
been studied using many solvation models and provides a goodwas due to the different solvent structure obtained from the MD
benchmark for comparison between the different theoretical calculations including polarization and not due to the incorpora-
modelst217.19.20,31.32.4%0 For this type of transitionrp — z*) tion of HP? into the quantum mechanical operator. In that ¥rk
in a polar solvent, like water, the electrostatic component is including the polarization term explicitly into the guantum
dominant?® Here the solvent effects on dipole moments and calculation only changed the shift by 78 chln the present
excitation energies are presented. The effects of basis setsstudy the solvent polarizability is not included in the Hamilton-
dynamical correlation, and the choice of partial charges on the ian, although future work will investigate its effect. Polarizability
atoms will be discussed. Finally comparisons with other of the water, however, due to the other water molecules is
theoretical and experimental results will be given. implicitly accounted for by using a water force field that has

The following section describes the general methodology, partial charges that reproduce the solvated water dipole moment.
along with details about the MD simulations and ab initio The electronic energies and wave functions of the solute are
calculations used. The results derived from application of the obtained by solving the effective Sciiager equation with
method to formaldehyde are discussed in section 3, and Ham|It0n|anHQM + HQM,MM Since in this work thé4P! term

conclusions complete the paper. is neglected andivd is independent of the solute electronic
coordinates, only the first one-electron term depends on the
2. Methodology electronic coordinates and can be easily incorporated into the

m guantum mechanical codes. Including this term the correspond-
ing nonrelativistic Hamiltonian operator will have the form, in
second-quantized language

h° + o ’ @ +
%RM ol T
with terms that correspond to the quantum patty, the A A nel
classical partfiyu, and the interaction between theI‘?bM/MM _z (g rsllEgErs — OqEp) + H™ (5)
When studying solvent effects, the quantum part involves only pars
the solute molecule, while the classical part includes the solventwhereH"™ includes the electronic-coordinate-independent terms.
molecules. The quantum mechanical approach chosen toThe termsErb|h° + ZmQwm/|Rv — rilqdand pqrsCare one- and
describe the solute system here is an MCSCF followed by an two-electron integrals, respectively, over spatial orbitals, and
MRCI approach in order to best describe excited states. TheEpq are the generators of the unitary group defined in terms of
solvent is represented by classical mechanics using an appropricreation and annihilation operators
ate force field. The coupling between the two parts is given, in A At A 1 A
atomic units, in generalpbyg P ’ S a;aaqa + a;ﬁaqﬂ (6)
A ) N A The extra termXyp|Qw/|Rv — r||qUis included in the QM
Hommm = A + HY + H* () calculations, wher®y can be partial charges on the classical
atoms or fitted partial charges, as will be described below.
with In a usual QM/MM approach an MD calculation produces
configurations of the solvent molecule around the solute, and
v Z.Qu for each configuration a QM calculation is run with the
_% + % () Hamiltonian including theHommw interaction. This approach
I, — Ryl IR, — Rul requires thousands of QM calculations. In the average approach
introduced by Aguilar and co-worket&3438and being used
R o \1? O \® here, the electrostatic potential for all configurations is averaged,
HvaW = %460(,% _ - |— 4) and the average potential is introduced into the Hamiltonian.
o IR, — Ryl IR, — Rul The average potential is fitted to a Coulomb potential produced
by charges placed on a grid. So the final form introduced into
where r; are electronic coordinates, ang, and Ry are the Hamiltonian is the same &' with the charges now being
coordinates of the nuclei of the solute and the classical atomsfitted charges placed on a grid rather than atomic charges on
of the solvent, respectivelyH® represents the electrostatic the atoms. In detail, the procedure begins by performing one
interactions between the electrons and nuclei with atomic quantum calculation for the solute molecule in the gas phase.
numberZ, of the quantum molecule with the charg®g on The in vacuo solute geometry and partial charges are then used
the atoms of the solventlvdW represents the van der Waals as input in the MD simulation. The quantum mechanical
interactions, andHre! is the interaction of the polarized solvent  determination of the partial charges used here is based on the
with the solute. IncludingHe into the quantum mechanical CHELPG algorithri'52and is described in section 2.1. Once
Hamiltonian accounts for the electrostatic interaction and may the structure of the solvent around the solute is obtained from
account for the polarizability of the solute due to the solvent. the MD data, the averaged solvent electrostatic potential (ASEP)

The QM/MM theory involves coupling between a quantu
and a classical system. The Hamiltonian for the whole system
may be partitioned as

H= |:|QM + |:lrvuvl + FIQM/MM 1) HQM + HQM/MM = Z@
pq
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B Ryg shifts derived from the fitting matched the energy shifts
produced from the solvent configurations. The error from the
fitting is estimated from these tests to be less than 100'cm
The number of grid points on each shell should be limited to
prevent divergence in the potential. The total number of grid
points with four shells is 624. Note that before the fitting
procedure, each configuration chosen was translated and rotated

R f=0.8 into a fixed principal axis system setup by the solute geometry
0 L f‘q s to make all the solvent coordinates refer to a reference system
G centered on the solute mass center with the axes lying along

624 points the axes of inertia of the solute.

Figure 1. The parameters defining the grid point to represent the ASEP. _ 2.2 Atomic Charges Derived from Electrostatic Potential.
The determination of atomic charges from quantum calculations

is determined, and then a set of electric char§@s} is is a key step in this procedure. It is generally believed that partial
produced at some chosen grid poifis} by a least-squares  charges derived from Mulliken population analysis are not
fitting procedure which gives the best charges that can representappropriate as atomic charges. Chirlian and FRangveloped
ASEP as an effective Coulomb potentizk[p|Qx/|Rx — r||qC] a scheme (called CHELP) to derive atomic charges by fitting
Details of the fitting procedure are given in section 2.2. The them to reproduce the molecular electrostatic potential (MESP),
new set of charges is introduced into the QM Hamiltonian as and the scheme was further modified by Breneman and
one-electron terms. The electronic wave functions of the solute wiberg52 Along the same way, we developed a code, ESPCHG,
in solution is obtained by solving the associated effective to calculate the MESP and to derive atomic charges from MRCI
Schralinger equation. wave functions and densities. First the one electron integrals
If the polarizability of the solute is ignored, then the process of the form
is completed by introducing the perturbation attributable to the
charges into the molecular Hamiltonian and solving the associ- 1
ated Schrdinger equation as described above. To account for @‘R(—_”‘QD (7)
the polarizability of the solute though we use the above
procedure only as the first iteration. After obtaining the
electronic wave functions of the solute in the presence of the
solvent, the output of this calculation, especially the atomic
charges, become the input of the next MD simulation. This
process is repeated until statistical convergence in the solute
atomic charges is achieved. This iterative procedure provides 1
the polarization of the solute in the presence of the solvent. V(R = Try[—] (8)
2.1. Fitting the ASEP. The average electrostatic potential IRy =11
(ASEP) produced by many configurations of the solvent is
represented by an effective electrostatic potential where thewhere y is the one-electron reduced density matrix having
charges are determined by least-squares fitting, based orelements, in MRCI formalisfi
Sanchez's et aP* approach. First a solute cavity is defined in
terms of intersecting spheres centered on the solute atoms. The Voq = ZCICJDI)” qu|cI>J[] 9)
cavity radius is taken aktimes the van der Waals radius of
each atom. Two different grids are needed in this procedure.
The first grid is used to calculate the ASEP felt by the solute in &, andc, are the configuration state functions (CSFs) and the
the presence of the solvent. These grid points were chosen insideorresponding Cl coefficients, respectivelif/\(RC! = 3¢, ®)).
the solute cavity in a rectangular three-dimensional grid. In this The total MESP is the algebraic sum\éfand the pure nuclear
work, 104 points were chosen from a X1 11 x 11 mesh electrostatic potentialy. Finally, the fitted atomic charges are
centered at the molecular geometric center, where grid pointsderived from this potential by a least-squares fitting procedure.
were separated by 0.5 A. The second grid is the grid of points Two algorithms have been employed. One employs the Lagrange
where the effective fitted charges are placed, and this grid mutiplier method to introduce the constraint that the net
surrounds the solute molecule. The fitted charges are placed inmolecular charge equals the algebraic sum of atomic charges
several shells around this van der Waals surface retaining itsand leads to a matrix equation with the fodk® = B.5! The
shape, as shown in Figure 1. The arrangement of the grid pointssecond scheme introduced by Williams yields a similar matrix
is chosen so as to reproduce the solvent induced electrostatiequation, however, smaller in siZEThere are also two practical
potential of individual configurations. Least-squares fittinig algorithms for solving the resultant equations: inversioof
used to fit the charges placed on the grid into the electrostatic to find the charge arra®) = A~1B or use of singular value
potential. This can be done for each individual configuration decomposition as solver. The algorithm has been tested by
to find out the best fitting parameters: the scalfnglue, the comparing the charges obtained from an SCF calculation with
interval between the first shell and the van der Waals surface, those derived from CHELPG as implemented in the Gaussian
S0, and the interval between second shell and the van der Waalssuite of program§®
surface,s;, and so on. Figure 1 displays in a diagram the  2.3. Molecular Dynamics Simulation.The MD simulations
definition of these parameters. In our fittings= 0.8, sp = have been performed using the TINKER molecular dynamics
1.20 A, ands; = s, = s3 = 0.8 A were found to be the best package? A cubic box of side 18.6216 A containing 210 rigid
parameters for the system considered. Since we are interestedvater molecules and a rigid formaldehyde molecule at the
in the energy shifts, the set of parameters was optimized for temperature of 298 K and constant volume was used. The
several chosen uncorrelated configurations so that the energyminimum image periodic boundary conditidhshave been

are computed at chosen grid poXaround the molecular van
der Waals surface, between M@gsand¢g, and collected in a
matrix [1/Rx — r|]. Then, the electrostatic potential due to
interactions with electrong/e, is computed at poinX by
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TABLE 1: Partial Charges in au on the Atoms of H,CO Derived from the MESP Using Different ab Initio Methods?

method Qc Qo Qu Ug (D)
SCF/cc-pvdz 0.462 —0.462 0.000 2.66
SCF/cc-pvtz 0.443 —0.470 0.013 2.77
MRCI(4,3)/cc-pvtz 0.376 (0.447) —0.394 (-0.481) 0.009 (0.017) 2.34
MRCI(6,4)/cc-pvtz 0.377 (0.451) —0.394 (-0.486) 0.009 (0.018) 2.34
MRCI(4,3)/6-3H+G** 0.468 (0.566) —0.440 (-0.554) —0.001 (-0.006) 2.48
MRCI(4,3)/aug-cc-pvtz 0.390 (0.489) —0.406 (-0.510) 0.008 (0.010) 2.40

a Charges correspond to gas-phas€#, while charges in parentheses correspond to the solvate®.Hrhe dipole moment derived from the
gas-phase charges is also shown.

applied, and the particle mesh Ew&ich® has been used for ~ TABLE 2: Gas-Phase Vertical Excitation Energies to the $
charge interactions. State, Te, and Dipole Moments at Various Levels of Theory

The rigid formaldehyde molecule has a geometry taken from  basis set method  cTeV) #g(D) ue(D)
the MP2/cc-pvtz calculationR(CO) = 1.210 A,R(CH) = 1.101 cc-pvtz MCSCF 3.97 2.25 1.23
A, OHCO = 121.9, OHCH = 116.7. These values are kept MRCI 4.04 2.34(2.31) 1.33(1.37)
fixed in the MD simulation, since this work focuses on the 6-31++G*  MCSCF  3.98 237 1.38
vertical electronic transition. The force field for water uses the aug-co-pviz M’\?gs'CF 4'39% 4 2'24%2'47) 1'15(1)9(1'52)
flexiblg SPC parametetswhere the 6-12 type Lennard-Jones MRCI 4.01 2.4'1(2.41) 1.08 (1.30)
potential parameters ared,eo) = (3.1656 A, 0.1554 kcal/mol), cc-pviz (6,4)  MCSCF 3.88 2.25 1.31
and the corresponding parameters for H are zero. The partial MRCI 3.99 2.34(2.31) 1.43(1.41)
charges on the atoms O and H of water @e= —0.8200 and expo 72 4.07 2.33 157

Qu = 0.4100, respectively. The init_ia_l ) atomic charges_ of  aThe dipole moments of the ground statg, and the excited state,
formaldehyde were taken from the ab initio MRCI calculations .., are shown. In parentheses the dipole moments calculated using

using the code ESPCHG. These charges are given in Table lresponse theory are given.

for the different ab initio models used in this work. Literature . . . .

values were used for formaldehyde molecular mechanics @ 7 Mo 7). An active space including orbitals has been
paramete6° where the 612 type Lennard-Jones potential found important in previous studies for.the descrlptlon of higher
parameters ares,co) = (2.8200 A, 0.2000 kcal/mol) otec) excited states of f_ormaldehy@é‘!’hrge different basis sets were
= (3.2960 A, 0.1200 kcal/mol), andi,en) = (2.7440 A, 0.0100 used here: the tnplé-plgg polar|_zat|on (cc-pvtz) of Dunnirfg,
kcal/mol). The originabo = 2.85 A had been slightly adjusted ~ the cc-pvtz with the addition of diffuse functions (aug-cc-p¥tz),
to match our atomic charge on O by considering the empirical @"d @ doublé: with polarization and diffuse functions (6-

relationshif* 31++G**).67 The Gaussian suite of prograthsvas used for
the MP2 calculations and COLUMBU%“2 for all other
o=o" expla(Q— Q)] (10) calculations.
where the constara = —0.0894 for O is determined from 3 Results and Discussion

atomic radii of O and & based on the ab initio van der Waals 3.1. QM Calculations of Free Formaldehyde The calcu-
radii of Badenhoop and Weinhofé For the mixed 6-12 type lated ground-state geometry of formaldehydB(€0) = 1.210
L—J potential parametersif,e;5), the Lorentz-Berthelot mixing A, R(CH) = 1.101 A, O(OCH) = 121.9, and O(HCH) =
rule$® were applied:oi; = 1/2 (o) + 03), €3 = @ 116.2 which shows good agreement with experiment re$lts.
The MD simulation was carried out with a time step of 2.0 Table 2 shows the vertical excitation energies and dipole
fs and run for more than 1 ns. During the run the temperature moments calculated at that geometry using different basis sets
and pressure are monitored by adjusting the coupling strengthand active spaces. Both MCSCF and MRCI results are shown.
parameters to couple the system with external thermal andAs already discussed in the previous section three basis sets
pressure baths. The total energy fluctuation should be very small.are used, cc-pvtz, aug-cc-pvtz, and 6+31G**, with a (4,3)
Upon the production phase, after the atomic charges wereactive space. A different active space (6,4) was also tested using
converged, the dynamics output was collected. For studying thethe cc-pvtz basis set. The dipole moments at the MRCI level
blueshift, around 2000 configurations were collected for each are calculated in two ways, as expectation values and using
iteration. response theor?. The values calculated using response theory
2.4. Ab Initio Methods. The equilibrium geometry of  are given in parentheses in Table 2. In the limit of full-Cl both
formaldehyde was obtained using MP2 with a cc-pvtz basis set. ways of computing the property will give the same value, while
The excitation energy calculations of free and aqueous form- for a “good” Cl wave function the differences in the two
aldehyde were carried out at the MRCI level using orbitals from approaches will be small. Inspection of the dipole moments in
a state-averaged multiconfigurational self-consistent field (SA- Table 2 shows small differences for our expansions. The
MCSCF) procedure. In most calculations the complete active experimental value of the excitation energy is 4.07%which
space (CAS), for both the MCSCF and MRCI expansions, is in good agreement with our results. All the basis sets and
consists of the i, no,7*) molecular orbitals (MOs) with 4 active spaces give good vertical excitation energies, although
electrons, denoted as (4,3). At the MRCI level the((ko), the cc-pvtz and 6-3t+G** basis sets combined with MRCI
20(1sc)) MOs were frozen, while the (8 40, 50, 60) MOs give the best agreement with experimental results. The excitation
were doubly occupied, and single and double excitations were energy at the MRCl/cc-pvtz level is 4.04 eV and at the MRCI/
allowed from these orbitals into the virtual orbitals. To test the 6-31++G** level 4.09 eV, differing by 0.02-0.03 eV from
dependence of the solvatochromic shift on the active space athe experimental value. The calculated dipole moments for the
different CAS was used in one case. This consisted of 6 ground and excited states are also in very good agreement with
electrons in 4 orbitals, (6,4) where the four orbitals were (6 experimental values. The experimentally determined dipole
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TABLE 3: Calculated Dipole Moments, ¢, and Induced Dipole Moments,Au (in Debye), of the Ground State and First Excited
State of Formaldehyde in Aqueous Phase

ug(aa) ueaq) Aug Aue method ref
3.377 2.306 1.269 0.982 CASSCF/MC 50
3.442/3.662 2.270/2.455 1.206/1.426 1.305/1.496 CC2/MM 20
3.597/3.816 2.500/2.683 1.187/1.4086 1.237/1.426 CCSD/MM 20
3.34 1.99 0.98 0.64 CASSCF/RISM-SCF 32
3.00 1.74 0.65 0.52 CASSCF/ASEP 19
2.637 1.822 0.247 0.353 MCSCF/PCM 47
2.932 1.999 0.570 0.447 MRCI/PCM 47
2.898 1.736 0.488 0.473 CCSD/DC 20
2.98, (3.08) 1.66, (1.76) 0.54 (0.6%) 0.38 (0.48) MRCI/COSMO 48
2.78 1.68 0.53 0.45 MCSCF(4, 3)/cc-pvtz this work
2.89 1.83 0.56 0.50 MRCI(4, 3)/cc-pvtz this work
2.56 1.62 0.31 0.31 MCSCF(6, 4)/cc-pvtz this work
2.88 1.94 0.55 0.51 MRCISD(6, 4)/cc-pvtz this work
2.91 1.78 0.64 0.59 MCSCF/aug-cc-pvtz this work
3.09 1.95 0.68 0.67 MRCl/aug-cc-pvtz this work
3.07 1.96 0.69 0.58 MCSCF/6-31G** this work
3.23 2.17 0.75 0.67 MRCI/6-31+G** this work

aTIP3P/SPCpol? Using solvent optimized MCSCF orbitals.

moment of the ground state is 2.33'which is in excellent between carbonyl O of the solute and water H, with a bond
agreement with the calculated cc-pvtz MRCI values. The lengh of 1.75 A. The analysis of RDF suggests that there is an
experimentally determined dipole moment for the excited state almost linear hydrogen bond between formaldehyde oxygen and
is 1.57 D?which is in general 0-£0.3 D larger than the MRCI  water hydrogen. These RDFs are similar to those reported
values at vertical excitation, but the difference reflects the fact previously for aqueous formaldehyé&**5° Compared with
that the experimental value refers to the relaxed geometry of Kongsted et al?? for example, the first peaks in both RDFs
the excited state at its minimum. When the geometry of the here are slightly shifted outward and are more weak in strength.
excited state is minimized, using the cc-pvtz basis set and (4,3)The structure of the solvent around the solute determines the
MRCI expansion, the calculated dipole moment at the relaxed solvatochromic shift of the excited state. As will be seen in
geometry increases from 1.33 to 1.48 D, in much better section 3.7 the different RDFs between our work and that of
agreement with experiment. The adiabatic excitation energy at Kongsted et af® result in our blueshift being smaller.
this level is 3.56 eV, also in very good agreement with the It is obvious that the RDF reflects the field strength. The
experimental value of 3.50 eX.Overall the electronic structure  atomic charges and van der Waals radii of oxygen of the
results provide an excellent description of the properties of gas- carbonyl group play an important role. More negative atomic
phase formaldehyde. The cc-pvtz and 6+31G** basis sets charges and/or smaller van der Waals radii yield stronger
combined with MRCI give the best agreement with experimental hydrogen bonding and result in more hydration, reflected in a
results. Diffuse functions do not play a big role in the calculated higher first peak in RDF appearing at shorter disctance. This
gas-phase properties, but they play a more important role in higher degree of hydration then produces greater blueshift. When
the corresponding properties in solution as will be discussed the solute polarizability is included, the atomic charges used in
later. the MD simulation are obtained in the presence of the solvent
To continue with the studies in solution we used the ESPCHG perturbation. As a result the solvent structure changes in each
program to derive the atomic charges. The dipole moment wascycle of the self-consistent process. Here the solute polarizability
also calculated using the derived charges and the formaldehydencreased the partial charges, and this increase caused an increase
geometry in order to check how well the charges can reproduceof the height of the first peak and shift of its position to smaller
the ab initio dipole moments. These charges and dipole momentsdistances.
at the different levels are given in Table 1. One can see the 3.3. Dipole Moments and Solvent Shifts.The dipole
values depend on the quality of the wave functions, and electronmoment is calculated by
correlation and basis sets play an important role in the
calculation of MESP and atomic charges. Comparison of the u=Try[r] + ZZARA (11)
above derived dipoles with the ab initio calculated dipoles
(shown in Table 2) shows that the code ESPCHG and the
derived charges work well to reproduce the electrostatic where[r] is the matrix of one electror, y, z integrals over
distribution of the molecule. molecular orbitals[¢p|r|¢qL) andy is the one electron density
3.2. Structural Results/Molecular Dynamics.The solvent matrix as defined in eq 9. In the case of response thgdsyan
structure is characterized by the radial distribution functions effective density matrig? If the solute geometry is kept constant
(RDF) of O(H,CO) — H(H20) and O(HCO) — O(H:0). The in the solvent, then the induced dipole moment is defined by
results based on the data from the MD simulation using the
6-314++G** basis set are given here explicitly and compared Aﬂ(i) = Tr[y(‘)[r] — y(‘)o[r]"] (12)
with other simulations. For the RDF of O§80) — H(H20),
the first sharp peak is located around 1.75 A, while the second where the superscript)(denotes the statie and 0 is used for
peak is at 4.45 A, and between these peaks there is a leftthe gas phase. The calculated dipole moment magnitudes for
shoulder of the second peak. For the RDF of eB) — the ground and first-excited state of formaldehyde in the aqueous
O(H.0), the first sharp peak is located around 2.75 A and the phase are given in Table 3. For comparison the table lists results
second peak at 4.35 A. These results indicate that the solventfrom the literature calculated using different methods. The gas-
has two shells. The first shell is formed by the hydrogen bonding phase dipole moment magnitudes are given in Table 2. Note



12040 J. Phys. Chem. A, Vol. 110, No. 43, 2006 Xu and Matsika

that the dipolt_e moment of the excited state is much smaller (by OE = AE®@ — AE® (15)
0.94-1.08 D in MCSCF, 0.961.13 D in MRCI) than that of

the ground state, which has an irn.por.tant implication on the — Tr[(y(z) _ j,(1))heff _ (V(Z)O— y(l)o)heff,ol +

solvent effect. In theno — * transition in formaldehyde, an 1

electron transfers from the carbonyl oxygen lone pair into the _z[(rézq)rs_ rélq)r Jparsi— (réz.‘)ros_ ré,lq)g)@QI rst (16)
antibondingz* orbital, localized above and beneath the mo- 255

lecular plane. This excitation leads to a reduction of the dipole

moment of the molecule, and consequently, a different solvation ~ Table 4 shows the blueshift of the excitation energy for the
of the electronic ground and excited states will occur. Since various ab initio models used in this work. It varies between
the dipole moment decreases from the ground state to the first1208 and 1591 cm depending on the ab initio level. Using
excited state, the solute is more favorably solvated in the groundthe best basis set in this work, which is the aug-cc-pvtz, the
state which becomes more stabilized relative to the excited stateblueshift is predicted to be 1581 cat the MCSCF level and
As a result the electronic excitation energy increases. 1502 cmr! at the MRCI level.

The dipole moment of formaldehyde increases upon solvation.  3.4.1. Effect of ab Initio MethodsThe effect of various
The induced dipole moments for both ground and excited statescomponents of the ab initio methodology on the solvatochromic
are shown in Table 3. They are 6:6.8 D, and the induced shifts has been investigated in this study. MCSCF and MRCI
dipole moment for the ground state is predicted to be slightly results are given in order to investigate the effect of dynamical
larger than the one of the excited state in all of our results. correlation. This effect is found to be between 75 and 80%cm
Most other methods predict the same trend except a QM/MM for any basis set used. Dynamic electron correlation is defined
approach using coupled clustéand a polarized continuum  and evaluated by
model using MCSCP! which predict the excited state induced
dipole moment slightly larger. The induced dipole moment is Eggﬂ= EMRC! . gMCSCF a7
related to the polarizability of each electronic state. Jonsson et

al.”* calculated the ground- and excited-state polarizabilities and MRCI MCSCR L eff 1 MRCI MCSC
found the excited state slightly largeng= 17 al andoe = = Tr(y" = NN + Ez(rpqrs — Thgre ) pairss]
20 ad). These values would support a larger induced dipole pars (18)

moment for the excited state.

3.3.1. Effect of ab Initio MethodsThe induced dipole  The electron density is distorted (polarized) for each state
moments in an aqueous phase calculated at the MRCI level aredepending on its molecular polarizability, and dynamical
larger in magnitude than those at the MCSCEF level. This is a correlation is important for its accurate description. This effect
result of electron correlation (dynamic, inter- and intramolecular) can be seen clearly by noting that the blueshifts derived by
being important for the description of the polarizability of MCSCF are larger than those derived by MRCI using the same
formaldehyde. The effect is only 0.68.06 D in the small active  basis sets. Since the water molecules are treated classically, of
space (4,3) but becomes ca. 0.2 D in the (6,4) active space,course, intermolecular dynamical correlation and dispersion is
which indicates that the polarizability is much more sensitive not accounted for in this work.
to the active space than are the excitation energies. The induced Note that in eq 1852({{} implicitly includes a term
dipole moments in aqueous phase are even further increased
when diffuse functions are used in the basis set. The effect of Qx

Z (19)
|Rx =1

diffuse functions is stronger than that of electron correlation Tr(pyMRE! — HyMESCh
causing the induced dipoles to increase by ca. 0.2 D.
3.4. Excitation Energy Shifts. The MRCI energies are

calculated according to This term includes the perturbation from the solvent, and it can
be seen that the effect of dynamical correlation depends on the
E = [pMRO| HQM + HQM/MMPPMRCID: solvent charge distribution. A solvent structure closer to the

1 solute should produce a larger effect due to dynamical correla-
Tryheﬁ-i-—Zqur@ql rsCH EN® (13) tion. Here this dependence on the solvgnt structure is npt
2 observed; the effect of dynamical correlation on the blueshift

pars . . .
is ca. 80 cmt in all cases. This may be because the solvent

where structure is not significantly different between the different
calculations.
. . Qy It should be noted that the MCSCF described well the
hef=h+ Z excitation energy for formaldehyde in vacuo in all cases. In
IRy — rl cases where the dynamical correlation plays an important role

in the excitation energy, the shift may be affected more.
The two-electron reduced density matrix has elements Furthermore the charges used in the MD simulations are taken
from the MRCI densities and not the MCSCF ones. So the
Cpgs= ZCICJ@Il quérs — 5q£ps|‘bJD (14) solvent structure i§ thg one qorresponding to the MRQI ground-
state charge distribution. Since the charge distribution at the
MCSCEF level is different, using that distribution would probably
The termE"e' does not depend on the electronic coordinates, so increase the differences between MCSCF and MRCI results.
it is a constant for all electronic states and it will cancel when The dipole moment is a measure of the charge distribution
the excitation energies are calculated. The energy shift of stateobtained from the different methods. Table 3 shows the dipole
i upon solvation is evaluated bye®) = E0) — E00, and the moments obtained from the MCSCF and MRCI wave functions.
excitation energy shift between two states (1) and (2) is Inspection of these results shows that the MCSCF values are
evaluated by ca. 0.1-0.3 D lower in the ground state, so the MCSCF charges
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TABLE 4: Calculated Solvent Shift in cm™ for the S, guantum mechanical calculations is from a Mulliken population
Excited State of Formaldehyde analysis. Mulliken charges are known to be basis set dependent
ref method blueshift and not always reliable for representing the charge distribution
a4 SCF/IQM/MM 1900 of th_e molecule_. Nevertheless, they are very convenient to
12 MNDO/QM/MMpol 1150 obtain, so knowing how well they can reproduce the solvato-
50 CASSCF/MC 2660 chromic shift can be useful for future studies. Their effect on
20 CC2/MM 2028/2722 the solvatochromic shift was explored by employing Mulliken
20 CCSD/MM 2139/2808 ; ; ; : ;
charges in the molecular dynamics simulation. The Mulliken
45 SCF/EHP/supermolecule 3150 h ken f he i lculati for the diff
32 CASSCF/RISM-SCE 1998 charges taken from the in vacuo calculations for the different
19 CASSCF/ASEP 1470 basis sets employed in this work were similar except when the
47 MCSCF/PCM 944 aug-cc-pvtz basis set was used, in which case the charges were
47 MRCI/PCM 944 too large. The solvation study was performed using the Mulliken
20 CCSD/DC 669 charges produced from the 6-8%G** basis set calulations.
48 MRCI/COSMO 1532 Initially th h . h f Idehvd o
this work MCSCF(4,3)/cc-pvtz 1283 nitially the charges in gas-phase formaldehyde weee=
this work MRCI(4,3)/cc-pvtz 1208 0.107,Qo = —0.241, andQy = 0.067, and finally using the
this work MCSCF(6,4)/cc-pvtz 1351 coupled procedure to polarize the solute they chang&tte
this work MRCI(6,4)/cc-pvtz 1272 0.184, Qo = —0.398, andQy = 0.107 in the statistically
this work MCSCF/aug-cc-pviz 1581 converged phase. The initial blueshift is 525 érat the MCSCF
this work MRCl/aug-cc-pvtz 1502 I | and 485 1 at the MRCI | | The final bl hift i
this work MCSCF/6-3%+G** 1591 evel an cm- al e evel. e Tinal uesnirt I1s
this work MRCI/6-3H+G** 1513 1139 cnt! at the MCSCF level and 1064 crhat the MRCI

level. This set of charges greatly underestimates the blueshift
compared with that obtained from atomic charges derived from
are in general smaller. Using those charges would probably havethe _electrostatlc potential, which is 1513 dfmsmg th_e same
resulted in a less tigh.t solvent structure and a smaller blueshift.baSIS set. Furthe_rmor_e_the effect of So“.Jte polarization is more
at the MCSCE level important here since it increases the_shlft by more th_an a_faptor
The basis set pla.ys a more important role in the predicted of 2. We expect that the other baS|§ sets would give S|m_|lar
results, except the aug-cc-pvtz which would probably give

blueshift. At the MRCI level with the (4,3) active space the . .
blueshift is 1208 cmt using the cc-pvtz basis set, 1502 cm :;nr;eeasonable results, because of the Mulliken charges being too

using the aug-cc-pvtz basis set, and 1513 tmsing the .
6-31-++G** one. The effect of including diffuse functions in A measure of how well Mulliken charges can reproduce the
Lharge density of the molecule is the dipole moment calculated

the basis set is very important. When augmented basis functions-' ¢ i
are used, the calculated blueshift increases by ca—290 using these charges. For formaldehyde the above charges give

cm L. On the other hand, comparing the aug-cc-pvtz with the & dipole moment for the ground statg= 1.78 D, while after
6-31++G** results shows a difference of only 10 cth solvation the dipole moment becomegacd) = 2.62 D. The ab
Although the diffuse functions are very important for the nitio dipole moment for gas-phase formaldehyde at this level
solvation effect, the size of the basis set is less important. IS 2-37 D which is 0.6 D larger than what the Mulliken charges

Kongsted and co-workers have observed an increase of ca. sodpredict. This difference provides an indication that the charges
cm~T when changing from an 6-3:+G basis set to the aug-  underestimate the charge distribution of the molecule, and they

cc-pvtz? The 6-3H-+G basis set does not include polarization Will underestimate the electrostatic effects with the solvent. The

functions and is of lower quality than any basis set used in this &b initio dipoles (in unit of D) of HCO in water when the MD
work. This may be the reason the effect observed in that work Was run using Mulliken charges are as follows: 2.62 for ground

The importance of diffuse functions in the excitation energy 31++G**level and 2.75 for ground state and 1.73 for the first
shifts can be an indication of diffuse character in the electronic €xcited state at the MRCI/6-3H-G** level. Although they are
state. The expectation values @ have been computed for ~ in good agreement with each other, they are smaller than the
the ground and excited states in the gas phase and solution agiPole moments when MESP derived charges are used (see
a measure of the diffuse character in these states. At the MRCI-Tables 2 and 3). Itis interesting also to notice that the difference
(4,3)/cc-pvtz level the gas-phase ground stateltfas= 52 au between the dipole moment calculated from the charges after
and the excited state 51 au. The solvated corresponding valuesolvation (2.62 D) and the corresponding ab initio dipole
are 60 au and 62 au, respectively. The 6-31G** basis set ~ moment (2.75 D) is only 0.12 D, much smaller than the
gave very similar values. These values suggest that both grounceorresponding difference in the gas phase. Thus, the Mulliken
and excited states are not very diffuse, but they become a little charges in solvated formaldehyde describe the charge distribu-
more diffuse when they are solvated. This small increase maytion better than the ones in free formaldehyde.
be responsible for the importance of diffuse functions. 3.6. Effect of Solute Polarization.In this work the solute

Two different MRCI expansions were used as well, one with charge distribution is polarized since the charges are converged
an active space of (6,4) and another of (4,3). The blueshift is in the presence of the solvent. The effect of solute polarization
1272 cn! when the larger (6,4) expansion is used compared on the solvatochromic shift can be tested by examining the
to 1208 cn1! with the smaller. The effect of the larger active blueshift at the first iteration where the charges are those of the
space gives a small change, increasing the shift by 64'cm  solute in vacuo. The initial charges using the 6+31G** basis

3.5. Effect of Mulliken Charges. A good force field is set wereQc = 0.468,Q0 = —0.440, andQy = —0.014 with a
essential to reproduce the correct solvent structure around thedipole moment of 2.48 D, while the final charges wé€Je =
solute and thus the solvatochromic shift. The parameters being0.566,Q0 = —0.554,Q4 = —0.006 with a dipole moment 3.183
changed in the force field in this work are the partial charges D. The blueshift produced from the initial charge distribution
on the atoms. The easiest way to get partial charges from of the solute using the 6-31+G** basis set at the MRCI level

aTIP3P/SPCpol.
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is 1123 cn1?, about 390 cm! smaller than the blueshift after These comparisons suggest that the continuum models usually
solute polarization has been accounted for. When the aug-cc-underestimate the solvatochromic shifts. On the other hand, the
pvtz basis set is used, the initial shift is 971 dmwhile the supermolecular approach with only a few explicit water

final is 1502 cn1?, giving an even larger contribution from the  molecules overestimates the shift. Explicit QM/MM models
solute polarization (531 cm). These values reflect the impor-  predict values between 1100 and 2800 ¢mepending on the
tance of the polarizability of the solute. For molecules with guantum mechanical methods and the force field used. Induced
larger polarizability than formaldehyde this effect is expected dipole moments shown in Table 3 correlate with the predicted
to be even more important in the theoretical estimation of solvatochromic shifts. When induced dipole values are large,
solvatochromic shifts. the solvatochromic shift is large as well, indicating a larger

3.7. Comparison with other Theoretical and Experimental perturbation of the solute due to the solvent. Methods that
Results.The direct comparison between calculated and experi- include the polarizability of the solvent predict larger induced
mental results is not easy. The experimental blueshift for dipole moments and solvatochromic shifts compared to those
formaldehyde is uncertain because of the formation of oligomers Predicted using the same method without the solvent polariz-
in solution? The value is believed to be between 600 and 1900 ability.
cm, where the latter is the blueshift observed in acetone. In general the different models predict solvatochromic shifts

The excitation energy shift in solution for formaldehyde has na wio_le range. Our results are in t_he middl_e range of the other
been studied extensively using a variety of solvation models. theoretical results and agree well with experimental results, even
Table 4 gives a list of theoretically obtained blueshifts. Various though not all the effects have been accounted for. The results

discrete MD calculations have been performed using a variety deper_1d onftr;]e force ﬁirld ar|11d g;e aﬁ_ﬂinitig metZOdS and
of quantum mechanical wave functions. In 1989 Blair et*al. variations of those two affect the blueshifts observed.
obtained a blueshift of 1900 crh using SCF combined with 4. Conclusions

MD simulations. Later Thompséhgot a blueshift of 1150 crrt In the present paper a method that combines MCSCF and
using a semiempirical method (MNDO) and a polarizable force yrcj ap initio calculations and molecular dynamics simulations
field, QW/MMpol. More recently more sophisticated methods o gescribing solvatochromic shifts is presented. The method
have been used for the quantum description of the solute. fg|jows the procedure of Aguilar and co-workers to average the
Kawashima et &t? obtained 2660 cm' using an MCSCF  gjectrostatic component of the solvent and introduce it into the
method combined with MC simulations. As pointed out by them, quantum Hamiltonian as an extra collective effective nuclear
the shift is probably overestimated due to the neglect of giyactive term. The MD simulations are using a classical force
dynamical correlation in the MCSCF method. Recently, Kong- fie|q where the partial atomic charges on the solute are derived
sFed et af® used coupled clusters (CCSD) and the. approximate from the MESP at the MRCI level. The averaged solvent
singles and doubles coupled cluster (CC2) combined with MD g|ectrostatic potential (ASEP) in grid points enveloping the van
simulations. They obtained a blueshift of 21895 cnttin a der Waals surface is derived and fitted to partial charges. This

nonpolarized solvent model (TIP3P) and 28936 cn * when method has been proven effective and well suitable to describe
the solvent was polarized (SPCpol) in the CCSD/MM model {he QM-MM systems.

with a aug-cc-pvtz basis set. The CC2/MM model reduced the  The solvent effect on theg — 7+ electronic transition in
shift by ca._1oo cml. A supermolecular approach using SCF formaldehyde has been studied, focusing on the shifts on dipole
wave functions and three water molecules by Fukunaga andmoments and on excitation energies. Electron correlation and
Morokumét® obtained 3150 cn. especially diffuse functions in the basis sets affect the excitation
A number of average methods have also been used forenergy shift and the dipole moments in solution. The blueshift
calculating the blueshift. Naka et #.obtained a blueshift of  at the MRCl/aug-cc-pvtz is 1502 crh Electron dynamic
1998 cn! using the reference interaction site model at the correlation contributes a redshift of about—%0 cnt?, while
CASSCEF level. The ASEP-MD method which is in principle diffuse functions increase the shift by ca. 300 émSolute
the same approach as the one used here has been used wifolarizability is an important component of the solvatochromic
CASSCF wave functions for the blueshift in formaldehyde and shift contributing about 35% of its value. The induced dipole
gives 1470 cm™.!® The main difference in that approach and moment for both ground and excited states is 0.7 D at the MRCI/
the one presented here is that they considered the polarizatioraug-cc-pvtz level with the diffuse basis functions contributing
of the solvent, and they did not include dynamical correlation 0.2 D. Dynamical correlation contributes 0-6@.6 D when a

in the quantum mechanical calculations. small active space is used but 0.3 D with a larger active space.
Dielectric continuum studies have been performed as well.  The present model predicts a blueshift for formaldehyde that
Menucci et al” obtained a blueshift of 944 cm using the is within the range of theoretical results and expected expeti-

polarized continuum model PCM for both MCSCF and MRCI mental values. Because of the reduced number of ab initio
wave functions. An MRCI study using the COSMO solvation calculations that need to be carried out, it provides an effective
model, that has recently been implemented in the COLUMBUS way to incorporate the solvation effect in the excited states using
suite of programs, gave a blueshift of 1532 Ciff Zazza et a sophisticated MRCI methodology. This model will be used
al.’® have used a PCM model combined with explicit water in future work to investigate solvent effects on the potential
molecules and TDDFT theory to calculate the solvatochromic energy surfaces of excited states, where MRCI methods are very
shift. They also explored the dependence of the results on thereliable.

basis sets. These results do not show much dependence on the Acknowledgment. This work was supported by the National
basis set but a strong dependence on the number of expliCitggience Foundation under Grant No. CHE-0449853 and Temple
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